




https://www.nature.com/articles/d41586-024-01087-4
https://law.stanford.edu/2023/04/19/gpt-4-passes-the-bar-exam-what-that-means-for-artificial-intelligence-tools-in-the-legal-industry/
https://becominghuman.ai/new-ai-model-exceeds-human-performance-at-question-answering-30e99f1ff3b2
https://venturebeat.com/business/ai-models-from-microsoft-and-google-already-surpass-human-performance-on-the-superglue-language-benchmark/#:~:text=When%20SuperGLUE%20was%20introduced%2C%20there,the%20first%20to%20do%20so.
https://www.livescience.com/technology/artificial-intelligence/gpt-4-has-passed-the-turing-test-researchers-claim
https://arxiv.org/abs/2303.08774
https://arxiv.org/abs/2303.08774
https://arxiv.org/abs/2303.08774
https://openai.com/index/openai-o1-system-card/


















https://www.dreamstime.com/royalty-free-stock-photo-little-boy-shaking-piggy-bank-image19030455






https://gluebenchmark.com/leaderboard
https://leaderboard.allenai.org/swag/submissions/public
https://leaderboard.allenai.org/anli/submissions/public
https://leaderboard.allenai.org/anli/submissions/public
https://leaderboard.allenai.org/anli/submissions/public
https://leaderboard.allenai.org/anli/submissions/public
https://leaderboard.allenai.org/anli/submissions/public
https://leaderboard.allenai.org/anli/submissions/public


























































































































































	Slide 1: Evaluating Commonsense Reasoning in Foundational Language Models
	Slide 2: Foundation Models for NLP
	ï¿½ï¿½�S�l�i�d�e� �3�:� �M�e�a�n�w�h�i�l�e &
	Slide 4
	Slide 5
	Slide 6: Outline
	Slide 7: Outline
	Slide 8: Commonsense Reasoning in NLU
	Slide 9: Benchmarking Commonsense NLU
	Slide 10: Benchmarking Commonsense NLU
	Slide 12: Consistent Reasoning
	Slide 14: Fine-Tuned LMs are Inconsistent Reasoners
	ï¿½ï¿½�S�l�i�d�e� �1�5�:� �M�o�r�e� �I�n�-�D�o�m�a�i�n� �T�r�a�i�n�i�n�g� �D�a�t�a� �D�o�e�s�n ˇ�t� �H�e�l�p
	Slide 16: Takeaways
	Slide 17: Outline
	ï¿½ï¿½�S�l�i�d�e� �1�8�:� �W�h�y�  ˝�P�h�y�s�i�c�a�l ˛� �C�o�m�m�o�n�s�e�n�s�e�?
	Slide 19: Tiered Reasoning for Intuitive Physics (TRIP)
	Slide 22: Tiered Evaluation Metrics
	Slide 23
	Slide 24: LMs Struggle to Learn Coherent Reasoning 
	Slide 25: Error Distribution
	Slide 29: Takeaways
	Slide 30: Outline
	Slide 31: Dual Processes of Human Cognition
	Slide 32: Heuristic-Analytic Reasoning (HAR)
	Slide 33: Incorporating HAR into LM Fine-Tuning
	Slide 34: Fine-Tuning with HAR Improves Coherence
	Slide 35: From Fine-Tuning to In-Context Learning
	Slide 36
	Slide 37
	Slide 38: Prompting with HAR Improves Coherence
	Slide 40: Attention Analysis
	Slide 41: Attention Analysis
	Slide 42: Attentional Precision and Recall
	Slide 43: HAR Enables More Faithful Attention
	Slide 44: HAR Enables More Faithful Attention
	Slide 45: Takeaways
	Slide 46: Outline
	Slide 47: Vision-and-Language Models (VLMs)
	Slide 49: Perceptually-Enabled Task Guidance
	Slide 50:  Experimental Results
	Slide 51: Motivation
	Slide 53: Explainable PMD through Self-Dialog
	Slide 55: Using NLI Model to Judge Success
	Slide 56: Metric: Relevance of a Question
	Slide 57: Metric: Informativeness of an Answer
	Slide 59: Ego4D for Procedural Mistake Detection (Ego4D-PMD)
	Slide 60: Research Questions
	Slide 61: Coherence-Based Question Selection
	Slide 62: Coherence-Based Question Selection
	Slide 63: In-Context Learning (ICL) for VQG
	Slide 64: Coherence-Based Fine-Tuning
	Slide 66: Evaluation Metrics
	Slide 67: Experimental Results
	Slide 68: Experimental Results
	Slide 70
	Slide 71
	Slide 72: Takeaways
	Slide 73: Conclusion
	Slide 74
	Slide 75

