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Motivation & Problem Statement
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• Automated task guidance has recently seen progress due to advances in foundational 
VLMs, which can robustly interpret visual scenes and communicate through language

• Procedural mistake detection (PMD) is a difficult problem…
• VLMs have not achieved viable performance in the wild

• Typically formulated as classification, limiting understanding of decisions

• How coherently can recent VLMs reason (explicitly) about mistakes?

Transparent and Coherent Procedural Mistake Detection

Y. Du, K. Konyushkova, M. Denil, et al. (2023). Vision-Language Models as Success Detectors. CoLLAs, PMLR 232:120-136.
Y. Bao, K. Yu, Y. Zhang, S. Storks, I. Bar-Yossef, A. de la Iglesia, M. Su, X.L. Zheng, & J. Chai. (2023). Can Foundation Models Watch, Talk, and Guide You Step by Step to Make a Cake? Findings of EMNLP 2023.
T. Kojima, S.S. Gu, M. Reid, et al. (2022). Large Language Models are Zero-Shot Reasoners. NeurIPS 2022.

Task: Unclip the pegs on the cloth.
Has this been completed?



Success/Mistake Classification
Has the procedure been successfully completed?

Visual Question 
Answering (VQA)

Visual Question Generation (VQG)
Ask a series of questions to gather information…

Coherent PMD through Self-Dialog
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Go beyond classification and formulate PMD as an explanatory self-dialog:

Transparent and Coherent Procedural Mistake Detection

Procedure: 
Unclip the pegs on the cloth.

1. Is there a cloth 
in the image?

2. Are there pegs 
on the cloth?

3. Is there someone 
holding pegs?

Yes

Yes

No

Yes

No

No

48% 52%

77%
23%

98%

2%

Algorithm terminates when success likelihood becomes very confident (1-ε%) 
or stabilizes (changes by <𝛿% for 2 iterations in a row), or after 10 iterations.



Success/Mistake Classification
Has the procedure been successfully completed?

Visual Question 
Answering (VQA)

Visual Question Generation (VQG)
Ask a series of questions to gather information…

Coherent PMD through Self-Dialog
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Go beyond classification and formulate PMD as an explanatory self-dialog:
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Procedure: 
Unclip the pegs on the cloth.

1. Is there a cloth 
in the image?

2. Are there pegs 
on the cloth?

3. Is there someone 
holding pegs?

Yes

Yes

No

Yes

No

No

48% 52%

77%
23%

98%

2%

Algorithm terminates when success likelihood becomes very confident (1-ε%) 
or stabilizes (changes by <𝛿% for 2 iterations in a row), or after 10 iterations.How do we evaluate rationale coherence in this setting?



Using NLI Model to Judge Success
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• Explore automated reference-free metrics instead of annotating benchmark data:
• There are many valid possibilities in explaining PMD decisions

• Downstream practical application requires easy auditing of system behaviors

• Recent work has leveraged smaller, specialized LMs fine-tuned for natural language 
inference (NLI) to evaluate and improve systems for various problems
• Proposal: Use BART fine-tuned on MultiNLI to judge procedure success given questions and answers

Transparent and Coherent Procedural Mistake Detection

N. Dziri, E. Kamalloo, K. Mathewson, & O. Zaiane. (2019). Evaluating Coherence in Dialogue Systems using Entailment. NAACL HLT 2019.
P. Roit, J. Ferret, L. Shani, et al. (2023). Factually Consistent Summarization Reinforcement Learning with Textual Entailment Feedback. ACL 2023.
T. Srinivasan, J. Hessel, T. Gupta, et al. (2024). Selective “Selective Prediction”: Reducing Unnecessary Abstention in Visio n-Language Reasoning. Findings of ACL 2024.
M. Lewis, Y. Liu, N. Goyal, et al. (2020). BART: Denoising Sequence-to-Sequence Pre-Training for Natural Language Generation, Translation, and Comprehension. ACL 2020.
A. Williams, N. Nangia, & S. Bowman. (2018). A Broad-Coverage Challenge Corpus for Sentence Understanding through Inference. NAACL HLT 2018.

There is a cloth in the image. 
There are pegs on the cloth.

The procedure “Unclip the 
pegs on the cloth” has been 

successfully completed.

BART 
+ 

MNLI

95%

5%

𝑝𝑁𝐿𝐼(𝑃|𝒬, 𝒜)

Is there a cloth in the image?

Are there pegs on the cloth?

Yes

Yes
𝒬, 𝒜

Unclip the pegs on the cloth.𝑃



Answers 𝓐Questions 𝓠

Metric: Relevance of a Question
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Measures how much impact a generated question’s answer might have on success.
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Procedure 𝑷: 
Unclip the pegs on the cloth.

1. Is there a cloth 
in the image?

2. Are there pegs 
on the cloth?

Yes

Relevance                   Rel 𝑸𝟐 𝑷, 𝓠, 𝓐 =

𝑝𝑁𝐿𝐼 𝑃 𝒬 ∪ 𝑄2, 𝒜 ∪ No − 𝑝𝑁𝐿𝐼 𝑃 𝒬 ∪ 𝑄2, 𝒜 ∪ Yes

There is a cloth in the image. 
There are not pegs on the cloth.

The procedure “Unclip the 

pegs on the cloth” has been 
successfully completed.

There is a cloth in the image. 
There are pegs on the cloth.

The procedure “Unclip the 
pegs on the cloth” has been 

successfully completed.

NLI

5%

98%

NLI

−| |
93%=

T. Srinivasan, J. Hessel, T. Gupta, et al. (2024). Selective “Selective Prediction”: Reducing Unnecessary Abstention in Visio n-Language Reasoning. Findings of ACL 2024.



1 − 𝐻  = .71

Answers 𝓐Questions 𝓠

Metric: Informativeness of an Answer
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Measures how much information an answer gives us about the success of the procedure.
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Procedure 𝑷: 
Unclip the pegs on the cloth.

1. Is there a cloth 
in the image?

2. Are there pegs 
on the cloth?

Yes

Informativeness Inf 𝑨𝟐 𝑸𝟐, 𝑷, 𝓠, 𝓐 =

1 − 𝐻(𝑝𝑁𝐿𝐼 𝑃 𝒬, 𝒜 ∪ 𝐴2 )

There is a cloth in the image. 
There are pegs on the cloth.

The procedure “Unclip the 
pegs on the cloth” has been 

successfully completed.

5%

NLI

.71

Yes

=
Reference-Adjusted Informativeness:
If 𝑝𝑁𝐿𝐼 disagrees with ground truth success/mistake label, then negate. 



Ego4D for Procedural Mistake Detection
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K. Grauman, A. Westbury, E. Byrne, et al. (2022). Ego4D: Around the World in 3,000 Hours of Egocentric Video. CVPR 2022.

Success Mistake (Incomplete) Mistake (Wrong Verb) Mistake (Wrong Noun) Mistake (Wrong Verb & Noun)

Procedure: Fold the cloth

Sample 10,000 training, 500 validation, and 2,000 testing examples 
(even split of success and mistake cases)



Evaluation Metrics
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• Success classification accuracy

• Coherence:
• Average relevance of questions in self-dialog

• Maximum reference-adjusted informativeness achieved in self-dialog

• Efficiency:
• Number of iterations of self-dialog

• Information gain in success probability from the self-dialog (communication efficiency)

Transparent and Coherent Procedural Mistake Detection



Research Questions
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Can use these metrics and data to understand how various interventions impact PMD.

1. How does prioritizing coherence in question selection impact performance?
• Rank candidate questions in beam search by relevance and maximum potential informativeness

• Utilize in-context learning from human-written examples to augment candidate pool

2. How does prioritizing coherence in question generation impact performance?
• Use DPO to preference-optimize VLMs based on question relevance and potential informativeness

Transparent and Coherent Procedural Mistake Detection

R. Rafailov, A. Sharma, E. Mitchell, & C.D. Manning. (2023). Direct Preference Optimization: Your Language Model is Secretly a Reward Model. NeurIPS 37.



Coherence-Based Question Selection
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Is the person wearing gloves?

Is there a cabinet in the image? Yes

𝒬, 𝒜

Pick up the plastic bowls in the cabinet.𝑃

Are the plastic bowls in a row? 

Is the person standing in front of the cabinet?

Are the plastic bowls visible in the photo? Yes Are the plastic bowls in the cabinet?

Self-Dialog History
-2.01

-2.05

-2.13

-2.14



Coherence-Based Question Selection
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Idea: Re-rank candidate questions from beam search using relevance and informativeness.

Transparent and Coherent Procedural Mistake Detection

Is the person wearing gloves?

Is there a cabinet in the image? Yes

𝒬, 𝒜

Pick up the plastic bowls in the cabinet.𝑃

Are the plastic bowls in a row? 

Is the person standing in front of the cabinet?

Are the plastic bowls visible in the photo? Yes Are the plastic bowls in the cabinet?

Self-Dialog History
0.012

0.106

0.027

0.409



In-Context Learning (ICL) for VQG
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Idea: Generate more candidates using in-context learning from human-written questions.

Transparent and Coherent Procedural Mistake Detection

Is the person wearing gloves?

Are the plastic bowls in a row? 

Is the person standing in front of the cabinet?

Are the plastic bowls in the cabinet?

0.012

0.106

0.027

0.409

Is the cabinet open?

Are there any plastic bowls in the cabinet?

Is the person holding the plastic bowls?

Are the bowls plastic?

0.192

0.600

0.383

0.254

Is there an onion in the image?

Peel the onion.

Is the onion’s skin removed?

Is the onion peeled?

Is there a tap in the photo?

Turn off the tap.

Is the water running?

Is the faucet switched off?

Do you see any dough?

Cut the dough into two.

Is the dough in two pieces?

Is the dough whole?

Do you see a scrubber somewhere?

Pick the scrubber from the sink.

Is the scrubber in the sink?

Is the scrubber in someone’s hand?

Is there a cabinet in the image?

Pick up the plastic bowls in the cabinet.

Are the plastic bowls visible in the photo?

+

× 20

Relevance: 53.9% 
Informativeness: 83.2%



Coherence-Based Fine-Tuning
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Idea: Fine-tune VLM to consider coherent questions as more likely than incoherent ones.

Transparent and Coherent Procedural Mistake Detection

Is the person wearing gloves?

Are the plastic bowls in a row? 

Is the person standing in front of the cabinet?

Are the plastic bowls in the cabinet?

0.012

0.106

0.027

0.409

Is the cabinet open?

Are there any plastic bowls in the cabinet?

Is the person holding the plastic bowls?

Are the bowls plastic?

0.192

0.600

0.383

0.254

R. Rafailov, A. Sharma, E. Mitchell, & C.D. Manning. (2023). Direct Preference Optimization: Your Language Model is Secretly a Reward Model. NeurIPS 37.

Is there a cabinet in the image? Yes

𝒬, 𝒜

Pick up the plastic bowls in the cabinet.𝑃

Are the plastic bowls visible in the photo? Yes

Self-Dialog History



Experimental Results
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Coherence-based selection and ICL improve accuracy, coherence, and information gain.

Transparent and Coherent Procedural Mistake Detection

InstructBLIP (7B): W. Dai, J. Li, D. Li, et al. (2023). InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning. NeurIPS 2023.
LLaVA 1.5 (7B): H. Liu, C. Li, Q. Wu, & Y.J. Lee. (2023). Visual Instruction Tuning. NeurIPS 2023.
Llama 3 with Vision (11B): A. Grattafiori, A. Dubey, A. Jauhri, et al. (2024). The Llama 3 Herd of Models. arXiv: 2407.21763.
GPT-4o: OpenAI. (2024). GPT-4o system card. arXiv: 2410.21276.



GPT-4o

Experimental Results
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Coherence-based fine-tuning improves relevance and efficiency at a cost of accuracy and informativeness.

Transparent and Coherent Procedural Mistake Detection

InstructBLIP (7B): W. Dai, J. Li, D. Li, et al. (2023). InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning. NeurIPS 2023.
LLaVA 1.5 (7B): H. Liu, C. Li, Q. Wu, & Y.J. Lee. (2023). Visual Instruction Tuning. NeurIPS 2023.
Llama 3 with Vision (11B): A. Grattafiori, A. Dubey, A. Jauhri, et al. (2024). The Llama 3 Herd of Models. arXiv: 2407.21763.
GPT-4o: OpenAI. (2024). GPT-4o system card. arXiv: 2410.21276.

”Put some soil around the tomato seedling with the gardening trowel in your hand.”

“Is the soil placed around the seedling with the trowel in the person’s hand?”



GPT-4o

Experimental Results
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Coherence-based fine-tuning improves relevance and efficiency at a cost of accuracy and informativeness.
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InstructBLIP (7B): W. Dai, J. Li, D. Li, et al. (2023). InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning. NeurIPS 2023.
LLaVA 1.5 (7B): H. Liu, C. Li, Q. Wu, & Y.J. Lee. (2023). Visual Instruction Tuning. NeurIPS 2023.
Llama 3 with Vision (11B): A. Grattafiori, A. Dubey, A. Jauhri, et al. (2024). The Llama 3 Herd of Models. arXiv: 2407.21763.
GPT-4o: OpenAI. (2024). GPT-4o system card. arXiv: 2410.21276.

”Put some soil around the tomato seedling with the gardening trowel in your hand.”

“Is the soil placed around the seedling with the trowel in the person’s hand?”

Coherence metrics enable us to visualize and audit system behaviors!
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Visualizing VLM Behaviors with Coherence Metrics
LLaVA 

+ Coherence-Based Ranking
Correct and 

Coherent

Coherent but 
Incorrect

Informative As 
to Irrelevant Qs

Correct but 
Incoherent

Incorrect and 
Incoherent

VQA Failure

VQA Uncertainty

Is the sink brush in the person’s hands? Yes

Pick up a sink brush from the kitchen slab. Success

Is the person wearing gloves? No

Tighten the screw. Mistake

Is the person wearing protective gear? No

Is the person wearing a mask? No

Is the trowel in a bin? No

Put the trowel in a bin. Mistake

Is the bottle in the cabinet? Yes

Put the bottle in the cabinet. Success
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Visualizing VLM Behaviors with Coherence Metrics

+ In-Context Learning+ Coherence-Based RankingLLaVA + Coherence-Based Fine-Tuning



Conclusion
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www.shanestorks.com

github.com/sled-group/Transparent-Coherent-PMD

• Coherent PMD extends mistake 
detection in VLMs to require visual 
self-dialog rationales
• Relevance and informativeness metrics 

provide global and local insights into 
coherence of binary detection decisions

• Findings:
• VLMs do not generate coherent 

rationales for PMD off-the-shelf

• Their coherence, accuracy, and 
efficiency can be improved through 
coherence-based selection and fine-
tuning for generating questions

• But there are trade-offs!

arxiv.org/abs/2412.11927

sled.eecs.umich.edu
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